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Abstract In order to support the interchange of ideas and data betweendifferent
projects and applications in the area of computational argumentation, a common
ontology for computational argument, the Argument Interchange Format (AIF), has
been devised. One of the criticisms levelled at the AIF has been that it does not take
into account formal argumentation systems and their associated argumentation-
theoretic semantics, which are part of the main focus of the field of computational
argumentation. This paper aims to meet those criticisms by analysing the core AIF
ontology in terms of the recently developed ASPIC argumentation framework.
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1. Introduction

Argumentation is a rich research area, which uses insights from such diverse disciplines
as artificial intelligence, linguistics, law and philosophy. In the past few decades, AI has
developed its own sub-field devoted to computational argument, in which significant the-
oretical and practical advances are being made. This fecundity, unfortunately, has a neg-
ative consequence: with many researchers focusing on different aspects of argumenta-
tion, it is increasingly difficult to reintegrate results into a coherent whole. To tackle this
problem, the community has initiated an effort aimed at building a common ontology for
computational argument, which will support interchange between research projects and
applications in the area: the Argument Interchange Format (AIF) (4; 12). The AIF’s main
practical goal is to facilitate the research and development of various tools for argument
manipulation, argument visualization and multi-agent argumentation (4). In addition to
this, the AIF also has a clear theoretical goal, namely to provide a general core ontology
that encapsulates the common subject matter of the different (computational, linguistic,
philosophical) approaches to argumentation.

Although the AIF takes its inspiration from different disciplines, its roots and goals
are firmly in the field of computational argument. There therefore has to be a clear con-
nection between the AIF core ontology and computational theories of argument. How-
ever, the AIF does as of yet not fully take into account such theories; while the work
that has discussed the AIF to date (13; 14) deals with issues which are important for
computational argument, such as argumentation schemes (17) and dialogues (16), the
examples and the general flavour of this work clearly stem from philosophical argumen-



tation theory. Most importantly, the relation between the AIF and the various logics for
argumentation and their associated argumentation-theoretic semantics (such as (5)) has
not yet been clarified.

In this paper, we aim to meet the above-mentioned criticismsof the AIF by inter-
preting the AIF core ontology in terms of a formal (logical) argumentation theory. More
specifically, we explicitly show the connection between theelements of the AIF ontol-
ogy and the recently developed ASPIC framework for argumentation (9). This frame-
work is well-suited as a formal basis for the ontology because, like the AIF, it attempts
to integrate ideas from different approaches in the literature (5; 8; 15; 10). Furthermore,
because the ASPIC framework is explicitly linked to the argumentation-theoretic seman-
tics of (5), giving arguments expressed using the AIF ontology meaning in terms of the
ASPIC framework allows the arguments to be evaluated in these semantics.

The rest of this paper is organized as follows. In section 2 wediscuss the core Ar-
gument Interchange Format and give a simple example which wewill refer to in the rest
of the paper. Section 3 discusses the relevant parts of the ASPIC framework as set out
by (9). Section 4 formalizes the connection between the AIF and the ASPIC framework.
First, we show how an AIF argumentation graph can be conceived of as an ASPIC argu-
mentation theory (section 4.1) and then (section 4.2) we define how ASPIC arguments
can be translated as an AIF argumentation graph. Section 5 concludes the paper and
discusses some related and future research.

2. The Argument Interchange Format

The AIF is a communal project which aims to consolidate some of the defining work
on (computational) argumentation (4). It works under the assumption that a common
vision and consensus on the concepts and technologies in thefield promotes the research
and development of new argumentation tools and techniques.In addition to practical
aspirations, such as developing a way of interchanging databetween tools for argument
manipulation and visualization, the AIF project also aims to develop a commonly agreed-
upon core ontology that specifies the basic concepts used to express arguments and their
mutual relations. The purpose of this ontology is not to replace other (formal) languages
for expressing argument but rather to serve as an interlingua that acts as the centrepiece
to multiple individual reifications.

The core AIF ontology (Figure 1) falls into two natural halves: the Upper Ontology
and the Forms ontology (13; 12). In the ontology, arguments and the relations between
them are conceived of as anargument graph. The Upper Ontology defines the language
of nodes with which a graph can be built and the the Forms Ontology defines the various
argumentative concepts orforms(e.g. argumentation schemes).
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Figure 1. The Upper and Forms Ontologies of the AIF



The AIF ontology places at its core a distinction betweeninformation, such as proposi-
tions and sentences, andschemes, general patterns of reasoning such as inference or at-
tack. Accordingly, the Upper Ontology defines two types of nodes: information nodes (I-
nodes) and scheme nodes (S-nodes). Scheme nodes can be rule application nodes (RA-
nodes), which denote applications of an inference rule or scheme, conflict application
nodes (CA-nodes), which denote a specific conflict, and preference application nodes
(PA-nodes), which denote specific preferences. Nodes are used to build anAIF argument
graph(called argument networks by (13; 12)), which can be defined as follows:

Definition 2.1 An AIF argument graphG is a simple digraph(V,E) where

• V = I ∪ RA ∪ CA ∪ PA is the set of nodes inG, whereI are the I-nodes,RA
are the RA-nodes,CA are the CA-nodes andPA are the PA-nodes; and

• E ⊆ V × V \ I × I is the set of the edges inG; and
• if v ∈ N \ I thenv has at least one direct predecessor and one direct successor.

We say that, given two nodesv1, v2 ∈ V v1 is a direct predecessorof v2 andv2 is a
direct successorof v1 if there is an edge(v1, v2) ∈ E.

For current purposes, we assume that a node consists of some content (i.e. the informa-
tion or the name of the scheme that is being applied) and some identifier. I-nodes can
only be connected to other I-nodes via S-nodes: there must bea scheme that expresses
the rationale behind the relation between I-nodes. S-nodes, on the other hand, can be
connected to other S-nodes directly (see Figure 2). The ontology does not type the edges
in a graph; instead, semantics for edges can be inferred fromthe node types they connect.

In addition to the Upper Ontology, which defines the basic language for building
argument graphs,1 (13) introduced the Forms Ontology, which contains the abstract ar-
gumentative concepts. In the AIF ontology a pattern of reasoning can be an inference
scheme, a conflict scheme or a preference scheme, which express a support relation (A
therefore B), a conflict relation (A attacks B) and a preference relation (A is preferred to
B), respectively. Scheme types can be further classified. For example, inference schemes
can be deductive or defeasible and defeasible inference schemes can be subdivided into
more specific argumentation schemes (e.g. Expert Opinion orWitness Testimony, see
(17)). We will not explicitly define these schemes but simplyassume the Forms Ontol-
ogy is a setF which contains the relevant forms. The Forms Ontology is connected to
the Upper Ontology, so that it is clear exactly what kind of form a particular node type
uses (i.e. instantiates). For example, an application of aninference rule (RA node) uses
an inference scheme from the Forms Ontology.

Figure 2 gives an example of an AIF argument graph, in which I-nodes are shown
as rectangles and S-nodes as ellipses. The forms have been indicated above the nodes in
italics. Here, the scheme for Witness Testimony (a defeasible scheme) is used to inferI2
from I1 and a deductive scheme is then used to subsequently inferI3. Note that some
nodes use multiple forms;I2, for example, is the conclusion of the first inference step
(that usesRA1) but the premise of the second (that usesRA2). RA1 is attacked by its
exception,I4, through a Witness Bias conflict scheme.I4 is itself attacked byI5 and vice
versa, andI5 is preferred overI4.

1It should be noted that, in a sense, the choice of the representational language is arbitrary. It would, for
example, be perfectly acceptable to model arguments not as graphs but as sequences of sentences, as long as
the information, schemes applications and the connection between them are somehow represented.
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Figure 2. An AIF argument graph linked to the Forms Ontology

The abstract AIF ontology as presented here is purely intended as a language for
expressing arguments. In order to do anything meaningful with such arguments (e.g.
visualize, query, evaluate and so on), they must be expressed in a more concrete language
so that they can be processed by additional tools and methods. For example, (13) reified
the abstract ontology in RDF, a Semantic Web-based ontologylanguage, which may
then be used as input for a variety of Semantic Web argument annotation tools. In a
similar vein, (11) have formalized the AIF in Description Logic, which allows for the
automatic classification of schemes and arguments. In the current paper, one of the aims
is to show how AIF argument graphs can be evaluated, that is, how a certain defeat
status can be assigned to the elements of an argument graph using the argumentation-
theoretic semantics of (5). To this end, the abstract ontology needs to be reified in a
general framework for formal argumentation, in this case the ASPIC framework that will
be explained in the next section.

3. The ASPIC framework

The framework of (9) further develops the attempts of (1; 3) to integrate within (5)’s
abstract approach the work of (8; 15; 10) on rule-based argumentation. The framework
instantiates Dung’s abstract approach by assuming an unspecified logical language and
by defining arguments as inference trees formed by applying deductive (or ‘strict’) and
defeasible inference rules. The notion of an argument as an inference tree naturally leads
to three ways of attacking an argument: attacking an inference, attacking a conclusion
and attacking a premise. To resolve such conflicts, preferences may be used, which leads
to three corresponding kinds of defeat: undercutting, rebutting and undermining defeat.
To characterize them, some minimal assumptions on the logical object language must
be made, namely that certain well-formed formulas are a contrary or contradictory of
certain other well-formed formulas. Apart from this the framework is still abstract: it
applies to any set of inference rules, as long as it is dividedinto strict and defeasible ones,
and to any logical language with a contrary relation defined over it. The framework also
abstracts from whether inference rules are domain-specific(as in e.g. default logic and
logic programming) or whether they express general patterns of inference, such as the
deductive inferences of classical logic or defeasible argumentation schemes. In the rest
of this section, the framework will be defined; an extended example is given in section
4, where we translate the graph from Figure 2 to the ASPIC framework.

The basic notion of the framework is that of an argumentationsystem.



Definition 3.1 [Argumentation system] Anargumentation systemis a tupleAS =
(L,−,R,≤) where

• L is a logical language,
•

− is a contrariness function fromL to 2L

• R = Rs ∪Rd is a set of strict (Rs) and defeasible (Rd) inference rules such that
Rs ∩Rd = ∅,

• ≤ is a partial preorder onRd.

Definition 3.2 [Logical language] LetL, a set, be a logical language. Ifϕ ∈ ψ then if
ψ 6∈ ϕ thenϕ is called acontraryof ψ, otherwiseϕ andψ are calledcontradictory. The
latter case is denoted byϕ = −ψ (i.e.,ϕ ∈ ψ andψ ∈ ϕ).

Arguments are built by applying inference rules to one or more elements ofL. Strict rules
are of the formϕ1, . . . ,ϕn → ϕ, defeasible rules of the formϕ1, . . . ,ϕn ⇒ ϕ, interpreted
as ‘if the antecedentsϕ1, . . . , ϕn hold, thennecessarily/ presumablythe consequentϕ
holds’, respectively. As is usual in logic, inference rulescan be specified by schemes in
which a rule’s antecedents and consequent are metavariables ranging overL.

Arguments are constructed from a knowledge base, which is assumed to contain
three kinds of formulas.

Definition 3.3 [Knowledge bases] Aknowledge basein an argumentation system
(L,−,R,≤) is a pair(K,≤′) whereK ⊆ L and≤′ is a partial preorder onK\Kn. Here
K = Kn ∪ Kp ∪ Ka where these subsets ofK are disjoint and

• Kn is a set of (necessary)axioms. Intuitively, arguments cannot be attacked on
their axiom premises.

• Kp is a set ofordinary premises. Intuitively, arguments can be attacked on their
ordinary premises, and whether this results in defeat must be determined by com-
paring the attacker and the attacked premise (in a way specified below).

• Ka is a set ofassumptions. Intuitively, arguments can be attacked on their ordinary
assumptions, where these attacks always succeed.

The following definition of arguments is taken from (15), in which for any argument
A, the functionPrem returns all the formulas ofK (calledpremises) used to buildA,
Conc returnsA’s conclusion,Sub returns all ofA’s sub-arguments,Rules returns all
inference rules inA andTopRule returns the last inference rule used inA.

Definition 3.4 [Argument] AnargumentA on the basis of a knowledge base(K,≤′) in
an argumentation system(L,−,R,≤) is:

1. ϕ if ϕ ∈ K with: Prem(A) = {ϕ}; Conc(A) = ϕ; Sub(A) = {ϕ}; Rules(A) =
∅; TopRule(A) = undefined.

2. A1, . . . An →/⇒ ψ if A1, . . . , An are arguments such that there exists a
strict/defeasible ruleConc(A1), . . . , Conc(An) →/⇒ ψ in Rs/Rd.
Prem(A) = Prem(A1) ∪ . . . ∪ Prem(An),
Conc(A) = ψ,
Sub(A) = Sub(A1) ∪ . . . ∪ Sub(An) ∪ {A}.
Rules(A) = Rules(A1)∪ . . .∪Rules(An)∪{Conc(A1), . . . , Conc(An) →/⇒
ψ}
TopRule(A) = Conc(A1), . . . Conc(An) →/⇒ ψ



Furthermore,DefRules(A) = Rules(A) \ Rs. ThenA is: strict if DefRules(A) = ∅;
defeasibleif DefRules(A) 6= ∅; firm if Prem(A) ⊆ Kn; plausibleif Prem(A) 6⊆ Kn.

The framework assumes a partial preorder� on arguments, such thatA � B means
B is at least as ‘good’ asA.A≺B means thatB is strictly preferred toA, where≺ is the
strict ordering associated with�. The argument ordering is assumed to be ‘admissible’,
i.e., to satisfy two further conditions: firm-and-strict arguments are strictly better than all
other arguments and a strict inference cannot make an argument strictly better or worse
than its weakest proper subargument. In this paper we assumethat the argument ordering
is somehow defined in terms of the orderings onRd andK (definitions 3.1 and 3.3).
Because of space limitations we refer to (9) for two example definitions. The notion of
an argument ordering is used in the notion of an argument theory.

Definition 3.5 [Argumentation theories] Anargumentation theoryis a tripleAT =
(AS ,KB ,�) whereAS is an argumentation system,KB is a knowledge base inAS and
� is an admissible ordering of the set of all arguments that canbe constructed fromKB

in AS (below called the set of arguments on the basis ofAT ).

If there is no danger for confusion the argumentation systemwill below be left implicit.
As indicated above, when arguments are inference trees, three syntactic forms of

attack are possible: attacking a premise, a conclusion, or an inference. To model attacks
on inferences, it is assumed that applications of inferencerules can be expressed in the
object language. The general framework of (9) leaves the nature of this naming conven-
tion implicit. In this paper we assume that this can be done interms of a subsetLR of
L containing formulas of the formr or ri. For convenience we will also use elements of
LR at the metalevel, as names for inference rules, letting the context disambiguate.

Definition 3.6 [Attacks]
• ArgumentA undercutsargumentB (onB′) iff Conc(A) ∈ r for someB′ ∈ Sub(B)
with a defeasible top ruler.
• ArgumentA rebutsargumentB on (B′) iff Conc(A) ∈ ϕ for someB′ ∈ Sub(B) of
the formB′′

1
, . . . , B′′

n ⇒ ϕ. In such a caseA contrary-rebutsB iff Conc(A) is a contrary
of ϕ.

• ArgumentA underminesB (onϕ) iff Conc(A) ∈ ϕ for someϕ ∈ Prem(B) \ Kn. In
such a caseA contrary-underminesB iff Conc(A) is a contrary ofϕ or if ϕ ∈ Ka.

Next these three notions of attack are combined with the argument ordering to yield
three kinds of defeat. In fact, for undercutting attack no preferences will be needed to
make it result in defeat, since otherwise a weaker undercutter and its stronger target
might be in the same extension. The same holds for the other two ways of attack as far
as they involve contraries (i.e., non-symmetric conflict relations between formulas).

Definition 3.7 [Successful rebuttal, undermining and defeat]
ArgumentA successfully rebutsargumentB if A rebutsB onB′ and eitherA contrary-
rebutsB′ orA 6≺ B′.
ArgumentA successfully underminesB if A underminesB onϕ and eitherA contrary-
underminesB orA 6≺ ϕ.
ArgumentA defeatsargumentB iff A undercuts or successfully rebuts or successfully



underminesB. ArgumentA strictly defeatsargumentB if A defeatsB andB does not
defeatA.

The definition of successful undermining exploits the fact that an argument premise is
also a subargument. In (9), structured argumentation theories are then linked to Dung-
style abstract argumentation theories:

Definition 3.8 [DF corresponding to an AT] Anabstract argumentation framework
DFAT corresponding to an argumentation theoryAT is a pair〈A, Def 〉 such thatA
is the set of arguments on the basis ofAT as defined by Definition 3.4, andDef is the
relation onA given by Definition 3.7.

Thus, any semantics for abstract argumentation frameworkscan be applied to arguments
in an ASPIC framework. In (9) it is shown that for the four original semantics of (5),
ASPIC frameworks as defined above satisfy (3)’s rationalitypostulates (if they satisfy
some further basic assumptions).

4. Analysing AIF using the ASPIC argumentation framework

In this section the connection between the core AIF ontology(section 2) and the ASPIC
argumentation framework (section 3) will be clarified. Thisexplicit connection between
the informal AIF ontology and the formal ASPIC framework tells us what the AIF no-
tation means in terms of the formal framework. While there are, of course, other ways
to give meaning to the elements of the ontology, an advantageof the current approach is
that by formally grounding the AIF ontology in the ASPIC framework, specific bound-
aries for rational argumentation are set. There are not manyconstraints on an argument
graph, as some flexibility is needed if one wants the AIF to be able to take into account
natural arguments, which are put forth by people who will notalways abide by strict
formal rules that govern the structure of arguments. However, one of the aims of the
AIF is to provide tools for structuring arguments so that, for example, inconsistencies
among arguments may be discovered. By reifying AIF argumentgraphs in the ASPIC
framework, the arguments are expressed in a more concrete language which allows such
inconsistency checking and further evaluation of complex argument graphs.

A valid question is whether the boundaries set by the ASPIC framework are the right
ones, that is, is the ASPIC framework a good argumentation logic for expressing and
evaluating natural arguments? Fully answering this question is beyond the scope of this
paper and we restrict ourselves to some remarks. To start with, ASPIC’s tree structure
of arguments fits well with many textbook accounts of argument structure and with may
argument visualisation tools. Second, as argued by (9), itsdistinction between strict and
defeasible inference rules allows a natural formalisationof argument schemes, which is
an important concept from argumentation theory. Moreover,the ASPIC framework is
embedded in the widely accepted semantic approach of (5) while, finally, under certain
reasonable conditions it satisfies the rationality postulates of (3). On the other hand,
not all features of the AIF can be translated into ASPIC, suchas reasons for contrary
relations and for preferences; the current boundaries to rational argumentation are thus
limited to those forms of argumentation that can be expressed in the ASPIC framework.
In this respect, the exercise of trying to translate the elements of the AIF ontology into
the ASPIC framework tests the limits and flexibility of this formal logical framework.



4.1. From the AIF ontology to the ASPIC framework

If we want to show the connection between the AIF ontology andthe ASPIC framework,
we first need to show how an AIF argument graph can be interpreted in the ASPIC the-
ory. Since in ASPIC the argumentation framework (Definition3.8) is calculated from an
argumentation theory (Definition 3.5), all that needs to be extracted from the AIF graph
is the elements of such a theory. In particular, the AIF graphdoes not need to directly
represent the notions of an argument, argument ordering, attack and defeat. This fits the
philosophy behind the AIF: graphs are as basic as possible sothat they are maximally
interchangeable. Properties such as defeat arecalculated propertiesof an AIF graph,
properties which can be calculated by some specific tool or framework that processes the
graph.

Definition 4.1 Given an AIF argument graphG and a set of formsF , an ASPIC argu-
mentation theoryAT based onG is as follows:

1. L = I ∪RA, whereLR = RA;
2. K = Kn ∪ Kp ∪ Ka whereKn/p/a = {v ∈ I | v is an initial node and uses a

form axiom/premise/assumption}.
3. Rs/Rd is the smallest set of inference rulesv1, . . . , vn →/⇒ v (where
v1, . . . , vn, v ∈ L) for which there is a nodevk ∈ RA such that:

(a) vk uses adeductive/defeasible scheme∈ F ; and
(b) vk’s direct predecessors arev1, . . . , vn andvk has a direct successorv.

4. vi ∈ vj iff there is a nodevk ∈ CA such thatca has a direct predecessorvi and
a direct successor isvj .

5. ≤′= {(vi, vj) | vi, vj ∈ K, there is a nodevk ∈ PA such thatpa has a direct
predecessorvi and direct successorvj}.

6. ≤= {(ri, rj) | ri, rj ∈ R andrai, raj ∈ RA, there is a nodevk ∈ PA such that
vk has a direct predecessorrai and direct successorraj}.

The above definition translates elements of an AIF graph intoelements of an AS-
PIC argumentation theory. The language of the argumentation theory consists of all I-
and RA-nodes in the graph. In the case of the example from Figure 2, this means that
L = {i1, . . . , i5} ∪ {r1, r2} (I-nodes are referred to by their identifier).K contains all
I-nodes which are themselves not derived from other I-nodes(in the examplei1, i4, i5),
distributed among the different subsets ofK according to the form they use. In the exam-
ple, assume thati1 ∈ Kn (that Bob testified can not be sensibly denied) and thati4 and
i5 are ordinary premises inKp. Inference rules in the ASPIC framework are constructed
from the combination of RA nodes and their predecessors and successors. The type of in-
ference rule is determined by the form that theRA node uses (the translation of schemes
in the Forms Ontology to rule schemes in the ASPIC framework is left implicit). The
example graph translates to the sets of inference rules as follows:Rs = {r2 = i2 → i3}
andRd = {r1 = i1 ⇒ i2}, wherer1 andr2 correspond tora1 andra2, respectively.
Contrariness is determined by whether two nodes are connected through a CA-node; in
the example,i4 ∈ r1, i4 ∈ i5 andi5 ∈ i4 (i.e. i4 andi5 are each other’s contradictories
while i4 is a contrary ofr1). Finally, a PA-node between two initial I-nodes or between
two RA-nodes translates into preferences between either elements ofK or inference
rules, respectively. In the example there is one such explicit preference:i4 ≤′ i5.



Now, given the elements of the example ASPIC theory as laid out above, the follow-
ing arguments can be constructed:A1: i1, A2: A1 ⇒ i2, A3: A2 → i3, A4: i4, A5: i5.
According to definition 3.6,A4 undercuts bothA2 andA3 (it attacks the application of
r1), A4 rebutsA5 andA5 rebutsA4. In order to determine defeat relations, first a pref-
erence ordering on arguments must be set. In the example, this ordering can be safely
assumed to beA4 ≺ A5, becausei4 ≤′ i5 andi4 andi5 areA4 andA5’s only compo-
nents. Definition 3.7 then says thatA4 defeatsA2 andA3 (because it undercuts them),
andA5 defeatsA4 (because it successfully rebuts it). Given these defeat relations, any
of (5)’s semantics can be applied. In the example, it is clearthatA1, A2, A3 andA5 are
acceptable:A1 is not attacked andA5 successfully reinstatesA2 andA3. ArgumentA4 is
not acceptable because, no matter which semantics are chosen, it is not in the extension.

Most elements of an AIF argument graph can be interpreted in the ASPIC frame-
work. However, an AIF graph may contain elements or subgrapswhich are not prop-
erly expressible in ASPIC. This may be due to limitations of the AIF. For example, the
preferences in the graph, which are translated into orderings by clauses (4) and (5) of
Definition 4.1, may not satisfy the rational constraints imposed on them by ASPIC, since
users of the AIF are free to ignore these constraints. In suchcases the ASPIC framework
sets the rational boundaries for argumentation. However, in some cases the inability to
express a part of the graph may be due to limitations of the ASPIC framework. For ex-
ample, in an AIF graph PA- or CA-nodes can be supported or attacked by an I-node
through an RA- or CA-node. Thus reasons for and against preferences or contrariness
may be given, which is perfectly acceptable (e.g. linguistic, legal or social reasons may
be given for why "married" and "bachelor" are contradictory). In its current state, the
ASPIC framework does not allow such reasons to be expressed.

4.2. From the ASPIC framework to the AIF ontology

We next define a translation from ASPIC to AIF. Since the AIF ismeant for expressing
arguments instead of (closures of) knowledge bases, we define the translation for a given
set of arguments constructed in ASPIC on the basis of a given argumentation theory.
As above, the translation does not concern the notions of attack and defeat, since these
can be derived from the given elements of an argumentation theory. We also assume
thatA only contains undercutters for other arguments inA. Finally, for any functionf
defined on arguments we overload the symbolf to let for any setS = {A1, . . . , An} of
argumentsf(S) stand forf(A1) ∪ . . . ∪ f(An).

Definition 4.2 Given a set of argumentsAAT on the basis of an ASPIC argumentation
theoryAT , an AIF graphG and a set of formsF on the basis ofAAT is as follows:

1. I is the smallest set of consisting of distinct nodesv such that:

(a) v ∈ Conc(Sub(A)) \ LR;
(b) if v ∈ Kn/p/a thenv uses a formaxiom/premise/assumption∈ F .

2. RA is the smallest set consisting of distinct nodesv for each ruler in Rules(A),
where if r ∈ Rs/d thenv uses adeductive scheme/defeasible scheme∈ F , re-
spectively (we say thatv corresponds tor).

3. CA is the smallest set consisting of distinct nodesv for each pairϕ,ψ ∈
Conc(Sub(A)) andϕ ∈ ψ (we say thatv corresponds to(ϕ,ψ));



4. PA is the smallest set consisting of distinct nodesv for each a pair(k, k′) in
≤′ such thatk, k′ ∈ Prem(A) and for each pair(r, r′) in ≤ such thatr, r′ ∈
Rules(A)} (we say thatv corresponds to(k, k′) or to (r, r′));

5. E is the smallest set such that for allv, v′ in G:

(a) If v ∈ I andv′ ∈ RA andv′ corresponds tor, then:

i. (v, v′) ∈ E if v is an antecedent ofr;
ii. (v′, v) ∈ E if v is the consequent ofr;

(b) If v, v′ ∈ RA, v corresponds tor andv′ corresponds tor′, then(v, v′) ∈ E

if r′ (as a wff ofLR) is the consequent ofr;
(c) If v ∈ I ∪RA andv′ ∈ CA ∪ PA andv′ corresponds to(ϕ,ψ), then:

i. (v, v′) ∈ E if v = ϕ;
ii. (v′, v) ∈ E if v = ψ.

The above definition builds an AIF graph based on the elementsof an ASPIC argu-
mentation theory. The I-nodes consist of all the premises and conclusions of an argument
in A (denoted byConc(Sub(A))). In the example (seeAT as defined below definition
4.1 and Figure 2), there are five I-nodes based on the formulas{i1, . . . , i5}. The set of
RA-nodes consist of all inference rules applied in an argument inA; the type of inference
rule determines which form an RA-node uses. In the example, there are two inference
rules,r1 andr2, which corresponding to the two RA-nodesra1 andra2 that use a de-
feasible and a deductive scheme, respectively. CA nodes correspond to conflicts between
formulas occurring in arguments inA as determined by the contrariness relation. In Fig-
ure 2, the nodesca1, ca2, ca3 are based on the contrariness betweeni4 andi5 andi4 and
r1. PA-nodes correspond to the preferences inAT between the rules used in arguments
in A (i.e. a subset of≤ ) or between the premises of arguments inA (a subset of≤′).
In the exampleAT there is only one such preference, namelyi4 ≤′ i5, which translates
into pa1 in Figure 2. Since the argument ordering� of AT is defined in terms of≤ and
≤′, it is not part of the AIF graph.

The edges between the nodes are determined in terms of the relations between the
corresponding elements in theAT . I-nodes representing an inference rule’s antecedents
and consequents are connected to the RA-node correspondingto the rule (viz., for exam-
ple, the edges fromi1 to ra1 to i2 in Figure 2). Reasons for inference rules can be appro-
priately translated as links from RA-nodes to RA-nodes: condition 5b says that for any
rule r in an argument with as its conclusion another ruler′ ∈ LR, the RA-node corre-
sponding tor is connected to the RA-node corresponding tor′. In this way, an argument
that concludes that an inference rule should be applied (e.g. a reason for why there is
no exception) can be expressed. Links from or to PA- and CA-nodes are connected to I-
and RA-nodes according to the preference and contrariness relations inAT . For exam-
ple, the edges fromi5 to pa1 to i4 are based on the fact thati4 ≤′ i5. An undercutter is
expressed as a link from the conclusion of the undercutter (an I-node,i4 in the example)
to a CA-node (ca1) and a link from this CA-node to the RA-node denoting the undercut
rule (ra1). Definition 4.2 does not define the translation of edges between, for exam-
ple, CA-nodes to CA-nodes, which are needed to express reasons against contrariness
relations, as the ASPIC framework cannot express such reasons.



5. Conclusions and future research

In this paper we have shown how argument graphs as defined by the AIF can be formally
grounded in the ASPIC argumentation framework. We have given the AIF ontology a
sound formal basis and demonstrated how a formal framework can aid in tracing possible
inconsistencies in a graph. Because of the formal scope of the ASPIC framework, we
have also implicitly shown the connection between the AIF and other formal argumenta-
tion frameworks. In addition to the ASPIC framework’s obvious relation to (5; 8; 15; 10),
several other well-known argumentation systems (e.g. (2))are shown by (9) to be special
cases of the ASPIC framework. The connection between the AIFand ASPIC can there-
fore be extended to these systems. A topic for future research is to see what the relation
is between the AIF and other formal frameworks that fall outside the scope of the ASPIC
framework; this would also further clarify the relation between the ASPIC framework
and these other frameworks. Thus, one of the main theoretical aims of the AIF project,
namely, to integrate various results into a coherent whole,can be realized. This in turn
lays a foundation for tackling the practical aims of the AIF work: to build a bridge be-
tween tools that support humans in the analysis, conduct andpreparation of arguments,
and the techniques and systems developed in formal computerscience for reasoning with
and reasoning about arguments. By building this bridge, we hope ultimately to be able to
support improved human argumentation.

The paper shows that a relatively simple AIF argument graph contains enough infor-
mation for a complex formal framework such as ASPIC to work with. Information that
is not contained in the graph, such as defeat relations, can be calculated from the graph
as desired. This conforms to the central aim of the AIF project: the AIF is intended as a
language for expressing arguments rather than a language for, for example, evaluating or
visualizing arguments. That said, the discussion on what should be explicitly represented
in the graph and what should count as a calculated property isby no means settled. In this
regard, it would be interesting to explore how and if the AIF can be directly connected
to abstract argumentation frameworks, which have the notion of argument as one of its
basic components. One possibility is to introduce new nodes– A-nodes perhaps – which
link to all the components (I-nodes, RA-nodes, etc.) from which the argument is com-
posed. An implementation of this idea has been trialled in a tool for computing accept-
ability semantics.2 One problem, however, is how to characterize A-nodes precisely –
they seem to have some of the character of an I-node, but on theother hand, could be in-
terpreted just as sets of properties of other nodes. Given both these ontological problems
and further challenges in implementation we currently leave A-nodes to future work.

Some properties of argumentation represented in an AIF graph cannot be expressed
in the ASPIC framework, in particular reasons for contrariness relations and preferences.
Some of these shortcomings are being addressed: (7) presentan extension of the AS-
PIC system along the lines of (6), in which attacks on attackscan be modelled with ar-
guments about preference relations between premises or defeasible inference rules. In
an AIF graph, such arguments about preference statements are represented as PA-nodes
supported by I-nodes through RA-nodes. In our future work weintend to fully develop
these ideas so as to keep the translation functions between the AIF and ASPIC up-to-date
with new versions of the ASPIC framework.

2The tool is called OVA-gen and is accessible online athttp://ova.computing.dundee.ac.uk/ova-gen/



Finally, a necessary topic for future research and development is to further test the
limits of the current ASPIC reification of the AIF ontology byconsidering less trivial
examples of natural argument.
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